Slide 1 - cover

Slide 2 - topics
My purpose for today’s talk is to impart some basic knowledge of DR planning to give you a general idea about what is involved and to give you things to think about should you be tasked with developing a DR plan.  In my discussion, I will:

· Give some definitions to provide context for my talk

· Discuss how to go about developing a DR plan

· Talk about what the written plan should cover

· Talk about the different ways to test the plan

· And will briefly talk about the Computer Center DR plan as an example.

Slide 3 - defs

DR planning is all about dealing with disruptions to business processes, especially those unplanned events that interrupt a business activity for an appreciable length of time.

A disruption is a disaster if it interrupts a mission critical business process for an unacceptable length of time.

A mission critical business process is one that supports the core mission of the organization.  (Talk about the core mission of NIH and business processes that support it.)

Slide 4 - defs

In the very early days of  centralized computing people became concerned with keeping the system up and running, and they developed contingency plans to deal with various interruptions, usually of a short term nature.

As more critical information assets were placed onto computers, recovering from long term interruptions, or disasters, took on significance.

Still later, people realized they needed to recover more than just the computers; they needed to be able to concentrate on a comprehensive approach for recovering the business.

Slide 5 – dev dr plan

Developing a DR plan parallels the process used in systems development

In the requirements analysis phase you define what it is the system is to do for you; you define the requirements.  For DR planning the risk assessment ascertains what risks there are to the system.  You want to determine what events are most likely to cause disruptions to your system.  These are like the “requirements” for your disaster recovery planning purposes.

In the design phase you define how the system will be built to meet the requirements.  For DR planning you define the strategy.  You need to decide how the organization will respond to the events both in prevention and after interruption has occurred.

In the development and implementation phase you build the operational system – develop and/or purchase software and integrate the parts.  For DR planning you define the teams and the activities that are to occur to implement the disaster recovery strategy.  And you also purchase any products and services you may require.

In the test phase you test the system as developed to verify it meets the requirements.  For DR planning you periodically test the plan to verify it remains effective.

In the production and maintenance phase you make system changes in response to identified bugs, requested changes, etc.  For DR planning you periodically update the plan as the system changes, after tests, as personnel change, etc.

Slide 6 – risk assessment

The objectives of the risk assessment are threefold:

· First, you want to define what it is you want to recover.  What are the business processes that need to be resumed, how soon and when do they need to be recovered, and what are supporting infrastructure will you need to do it.

· Second, you want to determine what are the events that are most likely to cause extended interruptions.  

· Third, you want to determine which of the identified events can be eliminated.  By that I mean are there measures you can put in place that will at least reduce the interruption to a tolerable time should the event occur.  The remaining events are covered by the DR plan.

Finally, I want to say don’t be intimidated by the term risk assessment.  Risk assessment is a big tern for what is essentially a straight forward application of good research and common sense.

Slide 7 – ID bus. processes

Identifying business processes and the associated information technology infrastructure is the research component of risk assessment.  (does everyone understand what is meant by information technology infrastructure?).  You are collecting this information so that the criticality and recovery requirements of the business processes can be assessed.  It’s important to thoroughly understand how the organization conducts business to ensure the DR plan is effective.

· You want to obtain a complete list, as much as possible, of all the business processes that are carried out by the organization.  You also want to have a good understanding of what the work procedures are for each process.  

· You want to find out what applications support the work procedures.  In a lot of cases you’ll find there is a one-to-one correspondence between applications and work procedures.  You can equate an application to a business process.

· You need to establish the interdependencies among the work procedures.  You need to find out where input comes from and where input goes.

· You want to find out if there are alternative procedures should an application be  unavailable for an extended length of time.  Can the organization resort to manual processing?

· You want to determine the tolerances for interruptions for the various applications.  You need to determine what is the maximum length of time the application can be unavailable.  How long can the organization function without the application before it’s absence has an adverse impact on operations?  You also want to find out how old the data can be following an interruption.  How easily could missing data be recreated?  You may get more than one answer depending on when the outage occurs.

· You want to list all the infrastructure components supporting the business processes.  In addition to the applications and their data, infrastructure components include servers (mainframes to microprocessors) and operating systems, data storage systems, local and wide area networks, PCs, terminals, key peripheral devices such as printers, fax machines.

As I mentioned, you are gathering this information in part to determine the criticality of the various business functions or applications.  My recommendation is to use a ranking system from high to low criticality.  Three factors determine criticality:

First is tolerance for outage – the lower the outage tolerance, the higher the criticality.

Second is the presence of alternate procedures – if there is no substitute method for providing the functionality of the application no matter when or for how long the outage occurs, the application is critical.

Third is interdependency – if a highly critical application, as determined by either of the other two criteria, depends on input from an application having a lower criticality rank, the lower ranked application also becomes highly critical.

Slide 8 – gather info

There are several methods you can use to gather this information:

· You can distribute questionnaires throughout the organization, collate the responses, and have follow-up interviews.

· You can conduct individual interviews.

· Hold group meetings.

Some advantages and disadvantages of  these methods:

Questionnaire: can get information from more individuals; requires more upfront work

Interview: can get immediate follow-up for anything not understood; more time consuming

Group meetings: get different points of view at once with immediate follow-up for anything not understood; scheduling problems.

Most likely use a combination 

Slide 9 – from whom?

Sources of information include:

· Managers – are a good source for gathering information about the business processes of the organization, interdependencies, the tolerance for interruption, initial assessment of the criticality of the various business processes, and confirming the criticality rankings of the various business processes.

· End users – are a good source for gathering information about the work procedures, the underlying applications, interdependencies, alternate procedures, tolerance for interruption, and confirming the criticality rankings of the various business processes.

· IT staff – are a good source for gathering information about underlying applications and the IT infrastructure.

Slide 10 – ID threats

After you have determined the critical business processes and associated IT infrastructure my recommendation for determining threats is to gather together individuals in the organization with corporate history from both end user and technical organizations.  Don’t waste time going over every conceivable threat.  Instead look at broad categories.

(take time to discuss the various threats illustrated on the slide)

Slide 11 – define strategies

When the risk assessment is complete, you are ready to define strategies for the recovery process.  Determine what controls you can put in place to minimize damage from identified threats.  (discuss some controls).

The max recovery response time is the amount of time you have to be up and operational following a disaster.  It is determined by the application having the least tolerance to interruption.

The backup frequency is determined by the data currency requirements.  May have different frequencies for different applications or to keep backup procedures simple, may have to reach compromises.

The minimum emergency configuration required is determined by which applications will be recovered.  The decision on which applications are to be recovered should be based on the criticality rankings.  For example, if you use a ranking of high, moderate, and low, you may decide that only high and moderate ranking applications will be recovered.  You shouldn’t expect to replicate the full production environment following a disaster because that could be prohibitively expensive.

Slide 12 – data backup

Data is the most important asset of the organization, so you will want to determine the methodology used to ensure its availability following an outage.  This entails making sure the data is stored at another location. 

· Tape to offsite storage -  there are vendors providing secure storage, bank 

· Electronic tape vault – copy the data over the network to a tape storage device or disk at another location

· Mirroring – as data is written to disk, simultaneously write the data over the network to a disk at another location

Slide 13 – centralized systems

Strategies for minimizing threats and recovering centralized facilities are well defined because of the history and experience of disaster recovery in this arena.

Slide 14 – client/server challenges

Client/server architectures on the other hand present a challenge for a number of reasons:

· Systems have been put together almost haphazardly and administration of the system is often assigned as a second duty

· Troubleshooting is problematic because there are more parts

· Servers are more often than not put in the general office environment

· Most likely there are no standards regarding data storage (where in the directory structure data should be stored).  This and the distributed nature of the data poses a challenge for backing up data.

Slide 15 – client/server proactive measures

There are a number of measures that can be taken to enhance the recoverability of client/server.

Have a policy mandating that software standards will be enforced on all client and server systems.  Define the standard software and configuration settings for these systems.  Define who is authorized to install software and make configuration changes.  Define exception procedures for installing non-standard software.  Procure software that checks client/server configurations to enforce the policy.

Ensure data used by applications are clearly delineated and defined.  Set up data naming conventions and store data for different applications in different directory structures.  This will make backup and restore procedures easier to accomplish.

Have multiple servers share the workload so that one server can take over when another server experiences an outage.  An added benefit is performance improvements for day-to-day operations.

Ensure a degree of fault tolerance by clustering servers for failover (no workload sharing), installing disk mirroring through various RAID configurations, install redundant power supplies.

Use a web interface for user interaction with the application.  This promotes flexible end user access in a post-disaster situation.  It gives a degree of independence for types of end-user stations required.

Most of these measure are useful for new development efforts; they may not be easily retrofitted to existing applications.

Another proactive measure is end user security awareness training.  This is especially useful in helping to prevent the spread of viruses and other malicious software.

Slide 16 – client/server recovery strategies

Next box off the line – you would want to have a vendor agreement in place for this.

Redundancy/hot site –a distributed system ready to go either at another location of the organization or at a commercial vendor

Application service providers are service bureaus that provide remote hosting of applications on behalf of an organization.  Some are now offering disaster recovery services, but these are limited.  They usually offer support for only a short list of packaged client/server application suites.  These are not a solution for homegrown applications.  Some ASPs are expanding their outsourcing services to include DR provisions.

Application consolidation is the recovery of multiple servers onto a single server.  This is possible when some of the preparatory actions – partitioned design, software standards – are implemented.  Otherwise, you may have to plan for a one-for-one replacement as your recovery strategy.

Slide 17 - break

Slide 18 – dev recovery procedures

In developing your recovery procedures you will define the teams and their missions, identify team members and notification procedures, and define the tasks the teams perform to accomplish their missions.  You don’t have to define tasks in detail.  People should know how to do them.  What you want is a list that serves as a checklist to make sure all necessary activities to recover get completed.  Tasks should include both preparatory activities the team is responsible for prior to a disaster and actions items the team is responsible for in response to a disaster.

Slide 19 – recovery teams

How you set up your recovery teams has a lot to do with how the business is organized.  What I have defined here are functions necessary to recover and not necessarily how to organize the teams.

Slide 20 – emergency response team
The emergency response team is responsible for actions taken in the immediate aftermath of an event.  Activities include

Initial response procedures – which would include orderly shutdown of computers, notifying emergency services

Evacuation procedures – to ensure all personnel leave the facility safely

Notification procedures – to notify management of the emergency

Damage assessment – which includes surveying the damage, determining how long the outage is likely to last, and deciding whether or not to declare a disaster

Slide 21 – business recovery

The business recovery team is responsible for actions taken to recover the infrastructure so that business activities can resume.  Activities include:

Activation procedures – which include setting up the command center, notifying team members and vendors

System recovery and network recovery procedures – to establish the recovery mode infrastructure

User recovery procedures –which include notifying end users and setting up alternate work sites for end users

Operating procedures – which include daily operations during the recovery 

Slide 22 – restoration team

The restoration team is responsible for actions taken to rebuild the facility so normal operations can resume.  Activities include:

Salvaging whatever equipment that can be salvaged

Overseeing the restoration of the damaged facility if that is feasible

Overseeing the relocation if the original facility was damaged beyond repair.

Slide 23 - implementation

After identifying the strategy and the teams and their functions you are ready to complete implementation of the plan.  This includes establishing vendor contracts and agreements, writing and maintaining the plan, and regularly testing the plan.

Slide 24 – testing the plan

· Checklist testing is a walkthrough of the plan to verify among other things that:

· Adequate supplies are stored at the recovery site

· Critical records and storage media are stored off-site

· Team member contact information is current

· Critical operations manuals are stored off-site

· Vendor contact information is correct

· Simulation testing defines a disaster scenario in which team members act out their part to respond to the disaster.  In defining the scenario describe what happens, who is or is not available, and problems to be solved (e.g., equipment not available).  In simulation testing keep the scenario realistic and make sure the problems are solvable by the participants.  Don’t want to build failure into the test.

· Parallel testing is the restoration of prior backup files at the alternate site at the same time the production system continues operating.

· Full interruption testing is an activation of the total DR plan.

Slide 25 – conducting tests

No matter what kind of test, have a written plan that clearly outlines the objectives and provides a record of the outcomes.  (Auditors love this) It doesn’t have to be elaborate.

During testing have a mechanism for recording events and problems as they occur

Schedule the review immediately following the test when everything is still fresh in everyone’s mind.

You want to evaluate for lessons learned and improvements to be integrated into the DR plan.  This last point is crucial.  Regular testing allows you to update the plan to keep it a viable, working document.  Failure to do so is a primary cause for failure in a real disaster.  Outdated vendor information can cause delays that extend the interruption.

You should conduct at least one test a year.

Slide 26 – dr plan contents 

What I’ve listed here is what information should go into the DR plan, not necessarily its structure.

· The first part of the plan provides an overview.  The purpose and scope define what will be recovered, and just as importantly what will not be recovered.  Assumptions address preconditions for successful recovery and indicates outside organizations that will provide assistance (you may or may not have this section).  List who is responsible for maintaining the plan, describe the types of events the plan addresses, and describe the general approach to recovery.

· The second part of the plan provides necessary information that will enable you to be prepared to respond to an outage.  Necessary information includes the list of team members and contact information, list of data and application files required for recovery, list of documentation required by operations during recovery and where they are stored off-site, lists of special forms and supplies and where they are stored or obtained, and vendor contact information for supplies and hardware and software.

Slide 27 – Action Plan

The action plan is the meat of the DR plan.  It describes

the activities that occur immediately following the event, 

activities that occur to mover operations to the alternate site

activities that occur to restore the organizations facility,

the schedule for updating the plan and a record of updates to the plan, and

a general description of tests to be conducted and a record of the tests conducted
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